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Abstract

In appearance based robot localization a new
image is matched with every image in the
database. In this paper we describe how to reduce
the number of images in this database with min-
imal loss of information and thereby increasing
the efficiency of localization significantly. First
we build a low level representation that consists
of a graph in which relations between images
are represented. We use a metric based on vi-
sual landmarks (SIFT features) and geometrical
constraints. This graph is then pruned using
the Connected Dominating Set algorithm. The
method is applied on real data and evaluated by
correlating new images with images in the Con-
nected Dominating Set.

1 Introduction

To effectively navigate from one place to an-
other a mobile robot needs an internal represen-
tation, or model, of its environment. Before it can
start to plan a path, the robot must first deter-
mine its present location in this internal represen-
tation, the so called localization task. This is ac-
complished by sensing its surroundings and find-
ing that spot in the model that has the highest
possibility of producing the sensed information.
The accuracy of this procedure does not only de-
pend on the type of sensors and the matching
algorithm but also on the type of representation
of the environment.

There are, roughly stated, two types of tech-
niques of building a model using sensor data. The
traditional approach is to try to maintain a geo-
metric model of the task space of the robot. A
well studied example of this type of model is the

occupancy grid, which resembles a discretized 2D
or 3D representation of the environment [17]. The
advantage of such a metric model is that there is
a one-to-one correspondence between a position
in the model and a position in the environment,
which makes it relatively easy to reason about
tasks in the environment, such as finding opti-
mal paths. However, for simple low level tasks
that involve the processing of new sensor read-
ings, such as localization, this method is less prac-
tical. To find the position in the geometric model
that could have produced the sensor data is a dif-
ficult task, even if it has already visited the exact
same position.

A relatively recent approach is to not explic-
itly model the environment, but to model the way
that environment appears to the robot, hence the
name: appearance based modeling [10]. In ap-
pearance based approaches we explicitly memo-
rize the appearance of the surroundings for ev-
ery admissible location. The model, which then
consists of a map of sensor readings obtained
at known locations, is far from being a one-to-
one model of the environment, but more a self-
centered model of how the environment appears
to the robot.

Our robot uses such an appearance based ap-
proach by memorizing a set of images taken from
the environment [20]. We will however not make
use of the geometrical position from where the im-
ages were taken, except for visualizing the map.
The robot is thus only provided with an un-
ordered set of images taken from different loca-
tions in the environment. The images in the
set are then correlated pairwise to form a graph,
which could be considered to be a topological map
of the environment. This correlation is performed
by matching the local landmarks after they are



detected in every image as described in [11]. By
demanding the possibility of a 3D reconstruction
of the matched landmarks, the method is made
robust to prevent false matches, that could result
from perceptual aliasing.

Localizing oneself in such a topological map
implies finding the node in the graph that resem-
bles the current position. For appearance based
approaches this is achieved by taking a new im-
age and finding the best matching image in the
image set. In our research we make use of an om-
nidirectional camera, thus every image uniquely
describes a certain location in the environment.
When using an ordinary camera more images can
be taken on the same location describing not only
the position but also the viewing direction of the
robot.

If the number of images in the database is very
large the matching process poses a problem, be-
cause many images should be matched, costing
a lot of computational resources. Thus, it would
be advantageous if the number of images in the
database were reduced. Especially images that
are very similar to other images can be discarded
without losing much information. The similar-
ity among the images is already present in the
graph structure of the topological map, which
was constructed by matching them. In this pa-
per we describe a pruning technique originating
from graph theory, called the Connected Domi-
nating Set problem, which will reduce the graph
considerably. In this way we end up with a much
smaller amount of images, which still gives a good
representation of the environment.

The rest of this paper is organized as fol-
lows. Section 2 starts with an overview of other
approaches of reducing the number of features
in appearance based models and related work.
Then, in Section 3 we describe how the topolog-
ical graph is build using the images. Section 4
presents the graph theoretical pruning technique,
which will be used to reduce the topological map.
Section 5 gives some practical details about the
two-view geometric constraints we use to build
our maps. We test the proposed methods on an
image set obtained by our robot and report the
results in Section 6. And finally in Section 7 we
make some conclusions and give directions for fu-
ture work.

2 Related work, reducing the num-

ber of features in appearance

based systems

All applications of appearance based methods
have to deal with the same problem of selecting
which observations to store in its data base. This

does not only account for robot localization sys-
tems, but in general for appearance based vision
tasks, such as object recognition [5]. Neverthe-
less, in most research a crude method is used to
create a database of images. A common tech-
nique is to make a grid of images, acquiring im-
ages proportional to the size of the surface of the
environment, as in [16, 9]. A comparable method
is to take one image per unit time, while driving
around. In [19] for example images are taken at
the rate of 1 Hz. If computational resources are
not a problem or the task space is small, these
simple approaches can be sufficient.

In general however the total amount of ob-
served data should be reduced. But instead of
removing images it is also possible to retain only
the most salient features from the image set. In
[13] the minimal number of features per region in
the environment is calculated so every image in
that region can still be localized. Features that
appear in all images of a region are thus regarded
as good features. Similar methods do not calcu-
late the optimal minimum but track features in
consecutive images, while calculating there dis-
tinctiveness [16, 15].

Another technique that is related to our work
is the visibility graph which can be seen as a
specific task. The question is how to compute
the minimal subset of locations in a given geo-
metrical map, so every point in the map is vis-
ible from at least one of these locations[7]. The
work presented here is similar while the minimal
subset of image-locations needs to be found from
where all other images are visible. However in our
case the geometrical layout of the environment is
unknown. Furthermore the research of visibility
graphs is solely based on range detectors, such as
sonars, while we use a vision based system.

3 Topological Map From Images

Using Appearance and Geomet-

rical Constraints

A general definition of a topological map is
that it is a graph-like representation of space. The
nodes of the graph represent positions and poses
in space and the edges encode how to navigate
from one node to the other [12]. The nodes and
the edges are usually enriched with some local
metric information.

In this paper, as it is typical in the appear-
ance based approaches, each node presents a lo-
cation and it is described by an image taken at
that location. We are using SIFT features [11] as
the automatically detected landmarks. Therefore
an image can be summarized by the landmark
positions and descriptions of their local appear-



ance. We define that there is an edge between
two nodes in the graph if it is possible to per-
form 3D reconstruction of the local space from
the two corresponding images. The algorithm we
were using for the 3D reconstruction is described
in Section 5. As the result from n images we get
a graph that is described with a set of n nodes V

and a symmetric matrix S called the ’similarity
matrix’. For each pair of nodes i,jε[1, ..., n] the
value of the element Sij from S defines the simi-
larity of the nodes. In our case this is equal to 1 if
there is an edge between the nodes and 0 if there
is no edge. An example of such graph that we
obtained from a real data set is given in figure 4.

For localization and navigation the robot could
use the same computer vision algorithm as the
one that was used to define the edges of the graph
(V, S) [1]. An edge in the graph denotes that the
3D reconstruction is possible between the images
that correspond to the nodes. This also means
that if the robot is at one node it can determine
the relative location of the other node. Therefore,
if there are no obstacles in between, the robot
could navigate from one node to the other (for
example as in [2]). If there are obstacles, we could
rely, for example, on some lower level algorithms
for obstacle avoidance that is using range sen-
sors. Furthermore, additional information can be
associated with the edges of the graph. For ex-
ample, if we reconstruct the metric positions of
the nodes (using the images or we measure them
in some other way), we could also associate the
Euclidean distance between the nodes with each
edge. This could be used to navigate through the
graph. However, this is beyond the scope of this
paper.

The graph will contain, in a natural way, the
information about how the space in an indoor
environment is separated by the walls and other
barriers. Images from a convex space, for exam-
ple a room, will have many connection between
them and just a few connections to some images
from another space, for example a corridor, that
is connected with the room via a narrow pas-
sage, for example a door. The connectedness of
the nodes represents the level of overlap of in-
formation among the connected images. So a
place in the graph where the nodes are highly
connected indicate that the environment viewed
from those nodes is very similar, while a group
of nodes with very few connections indicates that
different views are highly distinctive.

The objective of this research is to end up with
a minimal set of images that still gives a good
representation of the environment. All images
that add very little information to the dataset be-
cause they are very similar to images already in

the set should be left out. Using the information
contained in the graph structure we can accom-
plish just this. We state that a node that can be
removed without disconnecting another node or
group of nodes, can be left out of the final graph
of nodes. It is simple to see that this is valid: if
the robot is on the spot where the removed image
was taken, it can take a new image and estimate
its location in the topological map with at least
one of the images in the set with which it used to
be connected. Finding the maximum number of
nodes, and thus images, that can be removed is
not a trivial problem. In the next section we will
explain the method we use to find an approximate
solution.

4 Connected Dominating Graph

The problem we have to solve, is determining
which node of the graph, defined in Section 3,
can be removed, without causing other nodes to
become unreachable. This problem is a known
problem in graph theory called the Connected
Dominating Graph problem (CDS) and is encoun-
tered in a lot of other domains, such as radio-
broadcasting and computer-networking. In this
section we will give an exact definition of CDS
and describe a method to find an approximate
solution.

4.1 Definition

For a connected graph G = (V,E), where V

denotes the set of nodes of the graph and E the
edges between the nodes, a Dominating Graph
G′ = (V ′, E′) is defined as follows. The set of
nodes in the CDS V ′ is a proper subset of the
original set V , such that every node u in the orig-
inal set V is either in the Dominating Set V ′ or
is neighboring a node in V ′:

∀u ∈ V : u ∈ V ′ ∨ (v ∈ V ′ ∧ (u, v) ∈ E) (1)

For clarity, a CDS poses no restrictions on the
set of edges E′, except that it is a subset of the
edges in the original graph. In case of a Connected
Dominating Graph the subgraph G′ is connected.
The problem now is to find a connected subgraph
with the minimal number of nodes. This task
is however known to be NP-complete, but fortu-
nately there are some algorithms that can find a
good approximation in polynomial time [6].

Most of these algorithms will first remove edges
to make a spanning tree with as many leaves as
possible and then remove all the leaves resulting
in a smaller tree. The CDS-problem however does
not imply anything about the number of edges
and does not have to be a tree. In our case it
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Figure 1: A simple example describing the ap-
proximation algorithm. (a) A graph of five nodes.
(b) Node 4 has the most neighbors, i.e. 3, and is
therefore colored black and its neighbors gray. (c)
In the next step node 2 is colored black because
it is connected to the only white node left (node 3
could also be chosen) (d) No white nodes are left
so we have made a Dominating Graph consisting
of two nodes.

is best to conserve all edges between the remain-
ing nodes in the CDS, because they indicate a
path between the two image-locations. So after
the tree is pruned of his leaves, the original edges
should be restored where possible.

4.2 Approximation algorithm

A couple of approximation algorithms for the
CDS problem are given by Guha in [6]. We use
one of these algorithms that produces a Con-
nected Dominating Set and can be implemented
using polynomial time in the order of the num-
ber of nodes. This iterative algorithm can be ex-
plained as follows, see also figure 1:

1. First color every node of the graph white (fig-
ure 1(a)).

2. Initially choose a white node with the biggest
number of neighbors.

3. Color this node black and color all white
neighboring nodes gray (figure 1(b)).

4. Choose a gray node that has the most edges
leading to white nodes (figure 1(c)).

5. Goto 3 until there is no white node left.

6. The black nodes now compose the Connected
Dominating Set (figure 1(d)).

By connecting the found nodes with edges that
were in the original graph, we found a Connected
Dominating Graph.

5 Visual Landmarks and Geomet-

ric Constraints

A distinctive point in an image with a well de-
fined position in the image is called an interest-
point, for example a corner, T-junction, a white
dot on black background etc. Such points are of-
ten used in the computer vision community as au-
tomatically detected landmarks. We use here the
SIFT feature detector [11]. The SIFT feature de-
tector extracts also the scale of the feature point
and describes the local neighborhood of the point
by a 128-element rotation and scale invariant vec-
tor. This vector descriptor is also robust to some
light changes.

5.1 Matching Landmarks

Visual landmarks are used often in robotics for
navigation [15, 13, 16]. It is possible to recon-
struct both the camera images and the 3D posi-
tions of the landmarks by matching (or tracking)
landmarks through images. On-line simultaneous
localization and reconstruction of landmark posi-
tions was presented in [4] but currently only for
small scale environments.

In this paper we consider the general case when
we start with a set of unordered images of the en-
vironment. This is similar to [14]. In practice we
usually have some information about ordering of
the images (a movie as in [4]) or some other sen-
sor readings (odometry for example). This extra
information should be used then.

Most 3D reconstruction algorithms [8] start
with finding similar landmarks in pairs of images.
When two images are consecutive frames of an im-
age sequence we could track the landmarks from
one image to the other [4]. However, it is much
more difficult to find matching landmarks in an
unordered set of images. Firstly, we need to check
all the pairs of images which is computationally
expensive. Secondly, there are no additional con-
straints as is generally the case in an image se-
quence. Therefore we might expect to have many
false matches.

In this paper we use an approach similar to
[14]. First we check if there are many similar
landmarks within each image. Such landmarks
could potentially lead to false matches. We dis-
card the landmarks that have 6 or more similar
landmarks. The landmarks are similar if the Eu-
clidean distance between them is less than 10%
of the dynamic range (elements of the SIFT de-
scriptor vector have values between 0 and 255).

Further, for a landmark from one image we
find the best and the second best matching land-
mark from the second image. The goodness of the



match is defined by the Euclidean distance be-
tween the landmark descriptors. If the goodness
of the second best match is less than 0.8 of the
best one it means that the match is very distinc-
tive. According to the experiments in [11] this
typically discards 95% of the false matches and
less than 5% of the good ones. This is repeated
for each pair of images and it is computationally
expensive. Fast approximate methods were dis-
cussed in [11]. Since our data sets were not very
big we performed the full extensive search.

5.2 Geometric Constraints

We first find the possible matches for each pair
of images from our data set as described in the
previous section. Let there be N matching land-
mark points between images m and l. The 2D
image positions of the points in the m-th im-
age in homogeneous coordinates are denoted as
{~pm

1 , ..., ~pm
N}. The corresponding points in the l-

th image are {~pl
1, ..., ~p

l
N}. If the i-th point belongs

to the static scene, then, for a projective camera,
the positions are related by:

(~pm
i )T F~pl

i = 0 (2)

where the matrix F is also known as the ’funda-
mental matrix’. Estimating F is an initial step
for 3D space reconstruction from images.

The approach [14] leads to many initial false
matches. Standard robust M-estimators can deal
with a certain amount of outliers. The robust
algorithm called RANSAC is usually used [8] if
there are more outliers. It was shown [18] that a
combination that performs the best is when the
RANSAC is used first and then the M-estimator.
Instead of following the approach of [8] com-
pletely we use only the distinctive matches as
in [11] that discards many false matches. In
our experiments we observed that there were still
enough good matches remaining. We used here
the standard 8-point algorithm [8] which requires
at least 8 matching points. With such small num-
ber of false matches it is possible to use the ro-
bust M-estimator directly. We used Huber M-
estimator here.

For the whole data set we calculate the global
standard deviation σglobal for the points. The
σglobal is estimated robustly using maximum ab-
solute difference estimate. This global standard
deviation is used to decide when the fundamental
matrix is properly calculated. The whole proce-
dure goes then as follows:

• extract SIFT landmarks from all images

• discard self similar landmarks within each
image

Figure 2: Bird’s eye view of the environment con-
taining a corridor and three rooms. The dots rep-
resent the image-locations.

• find distinctive matches between pairs of im-
ages

• if there are more than 8 matches:

– estimate the fundamental matrix us-
ing M estimator (and eventually
RANSAC)

– discard the matches that deviate more
than 2.5σglobal

– if there are still more than 8 matches
then there is an edge in the graph

6 Experiments

For the experiments we use a set of 234 omnidi-
rectional images taken by a Nomad robot using a
hyperbolic camera in an office-environment con-
sisting of a corridor with three adjacent rooms,
see figure 2. The circular images are first con-
verted to make corrected perspective panoramic
images [3]. Then in all images the SIFT features
are detected and matched among all image pairs
as explained in Sections 3 and 5. In figure 3 an
example of a matching image pair is shown with a
considerable amount of occlusion and in figure 4
the resulting graph is shown using the image lo-
cations as the positions of the nodes. As can be
seen from the denseness of the edges in the fig-
ure, a lot of matches were found among the im-
age set, especially in the corridor. Because of
the repetitive structure of the corridor and sim-
ilarities inside the rooms, some of the matches
could be the result of perceptual aliasing. How-
ever, due to the 3D reconstruction constraint, no
false matches were produced.

The high level of connectedness of the graph
indicates that the images in the set are highly



Figure 3: A matching image pair. The lines in-
dicate matching landmarks between the two im-
ages.
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Figure 4: Graph representing the pair-wise corre-
lation between the images in our database.

correlated. This already implies that a number
of images could be left out without reducing the
information in the image set. In the following sec-
tions the minimal set of images will be computed
using the Connected Dominating Graph approxi-
mation algorithm and the quality of this reduced
dataset will be tested by matching new images.

6.1 Computing the reduced set of

images

The approximate CDS algorithm as described
in Section 4 is applied to the graph obtained by
the image-correlation method (see figure 4). The
resulting subgraph is shown in figure 5. For clar-
ity it must be reminded that the CDS algorithm
does not use the positional information of the
nodes which is used to visualize the graph. The
graph is solely based on information in the images
themselves.

As can be seen the graph is strongly reduced;
209 images are removed, while only 25 remain.
This reduction to 11% of the images, will cause
further processing, such as localization to be sped
up by a factor 9. The number of images taken
from inside the rooms, that are left in the CDS,
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Figure 5: The pruned graph obtained by applying
the CDS-algorithm on the complete correlation
graph depicted in figure 4.

is relatively higher than the number of images
from the corridor, indicating that the image set
correctly represents the environment.

6.2 Localizing new images in the

topological map

To test the quality of the computed set of im-
ages we will use it for a localization task. To lo-
calize itself in the topological map the robot will
take a new image and perform the same match-
ing technique as used for the calculation of the
correlation between the images, described in Sec-
tion 5. Hence, we can define the existence of an
edge between two nodes in the original graph, as
the ability to match one of the nodes location
given that the other node is in the remaining set.
It should be obvious that all the original image-
locations can be localized in the topological map
again, because the property of the CDS insists
that every node is in the remaining set or can be
reached by one edge from a node in the remaining
set.

Of course a better way to evaluate the CDS
algorithm, is to test it on a new image. We will
simulate this with the leave-one-out method in
the following manner. First we will leave one node
with its edges out of the original graph, which will
be regarded as a new image that needs to be local-
ized in the graph. Then a CDS will be computed
from the remaining nodes. We can now test if the
new image can be matched with a remaining im-
age by checking if there is an edge in the original
graph to one of the nodes in the computed CDS.

We repeated this scheme for all the images in
the data set and found that 226 of the 234 (97%)
could be localized in the appropriate graph, see
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Figure 6: Result of the test to match new im-
ages with a pruned topological map. An X indi-
cates an image that could not be matched with
the CDS. All other images denoted by the dots
can be correlated.

figure 6. Also, most of the images that could not
be localized in the topological map were taken at
the geometrical border of the robots domain. Of
course a robot should not be expected to be able
to localize itself outside the internal model.

7 Conclusion

In this paper we described the application of
a Connected Dominating Set approximation on
the task of appearance based robot localization.
Using this technique the performance of on-line
localization can be improved significantly, by re-
ducing the number of images in the dataset, while
trying to preserve the total information in the
set. We have successfully applied the method on
a set of panoramic images taken by our robot.
It could however also be used to enhance other
appearance based applications, such as object-
recognition systems. However it has yet to be
shown that the method can also be applied to
a set of ordinary (not panoramic) images. The
resulting appearance based graph will be a little
awkward because there is no one-to-one mapping
between the images and the locations in the envi-
ronment. One way of tackling this is by assigning
a node for each set of images taken at one posi-
tion, thus using a little positional information.

The resulting pruned graph (see figure 5)
seems to be also useful for efficient path-planning,
since all rooms are still reachable while at the
same time the total number of paths is reduced
substantially. In general however this is not a
good idea, considering that the CDS algorithm
minimizes the number of images in such a way

that every location should still be reachable by
one path. Consequently, the pruned graph is
likely not to represent large loops present in the
environment, because in a loop nodes are reach-
able by two paths. This will make subsequent
path planning suboptimal.

The proposed algorithm is meant for off-line
use, that is: the complete set of images of the
whole environment is provided to the algorithm
at once. It would be useful to also have an on-
line algorithm for rejecting images, in which the
image dataset is composed incrementally by an
exploring robot. This is considered to be future
work.
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